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Kitob tavsiya qilish tizimini yaratishda jakkard
o‘xshashlik usulidan foydalanish

ANNOTATSIYA
Kalit so‘zlar: Ushbu magqolada Jaccard o‘xshashlik usulini yuqori sinf
i‘é’lzgr‘:s' o‘quvchilari mutolaa qilishi uchun mos keladigan adabiyotlar
matnlar o'xshashligi, ro‘yxatini tu21§hga tatblq% ha_ql_da flkrla.r bayon e.tlladll.Qo'yllgan
NLTK, masala 5-11-sinf o‘quvchilarining adabiyot darsliklari va ozbek
Jaccard algoritmi, tilidagi badiiy asarlar asosida to‘la tahlil qilingan.
to‘plam,

to‘plamlar kesishmasi,
to‘plamlar birlashmasi.

HUcnosb30BaHME MeTOJa KAKKapJOBOro MNOA0OGHUS JAJIs
CO3/IaHHA CUCTEMBI PpEKOMEH/ Al KHUT

AHHOTAIUA

Kawouessle cioea: OcHoBHas 1ieJib IIeJarorMkKy — BOCIUTATh MOJIOJI0€ IOKOJIEHHE
Kopmyc, 3peJIbIMU, 3HAIOIUMH U BCECTOPOHHE Pa3BUTBIMH JIMYHOCTSIMHU.
TOKEH, o

CXOACTBO TEKCTOB, B CBsI3U C 3TUM O/IHOM M3 IVIaBHbIX 33/ja4 CUCTEMbI 06Pa30BaHUs
HJITK, ABJsIETCS:: GOPMUPOBAaHUE KYJIbTYPhl YTEHUsI CPEH MOJIOJEXKH,
anroputm XKakkapa, obecriedeHre ee Y4eOHMKAaMH WM TNPOU3BEAEHUSMH MCKYCCTBa,
MHOXeCTBO, COOTBETCTBYIOLIMMU e€e BO3PaCTy W HHTEJIEKTYaJlbHOMY

nepece4yeHre MHOXKECTB,

IMoTeHuruasldy. Ho To/bKO ec/lM HOHbIE 4YWTaTeNu 6y,£LYT YUTATb
O6'be,Z[I/IH6HI/Ie MHOXeCTB.

KHUTH, COOTBETCTBYIOIINE UX WHTEJIEKTYaIbHOMY MOTEHLUATY
M YYUTBHIBAWOIME HX BO3pacTHble OCOGEHHOCTH, HUX 3HaAHUS,
JlYyXOBHOCTb, MMPOBO33pe€HHE U Jpyrue IOJIOKUTEbHbIE
CTOPOHBbI OYAyT pa3BUBaTbcs. Ecau yyauuecs OyAyT 4YUTATh
NPOU3BEJIEHHS], He COOTBETCTBYIOLME UX BO3MOXKHOCTSIM, OHU He
CMOTYT TIOJIHOCTbIO YCBOUTb COJIEp>KaHHE MPOYUTAHHOTO
Npou3Be/ieHUs, U MHPOpMaLUs B KHUTE OYIeT UX «YTSKEATb». B
pe3yJibTaTe y 4YUTaTe]sl MOXET YracHyTb KeJlaHhe 4YHUTaTb.
YuTarensiM He cjleAyeT BbIOUpaTb JUATEpaTypy, KOTopas
IIOBEPXHOCTHA MO COJlep>KaHUI0, HEeCOBMeCTHMa C Hallel
HAl[MOHAJIbHOM JIyXOBHOCTbIO U I[€HHOCTSIMHU, HPAaBCTBEHHBIMH
HOpMaMM U CIOCOOHA OKa3aTh HeraTHBHOE BJIMSIHME Ha
o6pa3zoBaHue MoJsoiexH. [103TOMYy HEO6XOJUMO CO3/1aTh CUCTEMY
peKoMeHAaluu POU3BE/IEHUH, COOTBETCTBYIOIIYIO
WHTEJUIEKTYaJIbHOMY TOTEeHI[Ma/ly YHuTaTesNel. B faHHON cTaTbe
paccMaTpuBaeTcsl NpUMeHeHHe MeToJia nojo6us Xakkapa A
CO3/IaHUs MOJXOASIUX CIIUCKOB YTEHUS /ISl CTApLIEKIAaCCHUKOB.
JlJ1s 3TOro Ha OCHOBE YYe6GHUKOB JIMTEPATYPhl BHICOKOTO KJlacca
CO3JIa€TC  KOpPNyC W 3TOT KOPIYC CpaBHUBAETCI C
JIUTEPATypPHbIMHU MNPOU3BEAEHUSIMU. KHUTM C HauOOJIbIIUM
pe3yJIbTaTOM  CXOZACTBA PEKOMEHAYIOTCA K  IMPOYTEHHIO.
[Ipo6seMa 6bLIa YCHEIIHO pelleHa Ha OCHOBe Y4YeOHHUKOB
JIUTEpaTypbl AJs ydaumuxcsa 5-11 k1accoB U NpousBefeHUM
HCKYCCTBa Ha Y30€KCKOM fI3bIKe.
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INTRODUCTION.

Based on the idea of the President of the Republic of Uzbekistan that "New
Uzbekistan starts from the threshold of the school, from the educational system", large-
scale reforms are being implemented. In particular, in order to strengthen the legal basis
for the development and support of reading culture in the Republic, 5 decisions of the
President of the Republic of Uzbekistan and the Government were adopted in 2017-2020,
and the development of reading culture was determined as a priority of the state policy.

Solving many problems in the field of natural language processing is based on
methods for determining the similarity of texts. Today, text similarity algorithms are the
main solution for plagiarism detection, document classification, data retrieval,
summarization and a number of other tasks. This algorithm was created by the Swiss
scientist Jaccard Paul in 1901, and with its help, issues of similarity between various
documents and text files are being determined. Jaccard similarity is actively used in ecology,
geobotany, molecular biology, bioinformatics, genomics, informatics and other fields. The
Jaccard formula has long been the standard solution for similarity problems. Jaccard
algorithm is easy to understand, it works without vectorization and not based on cosine
similarity. Using Jaccard similarity, it is possible to determine the similarity between simple
texts, sets of numbers, as well as complex types of text files. Jaccard similarity (also called
Jaccard similarity coefficient or Jaccard index) is one of the algorithms used to determine the
similarity between two sets. It tokenizes words and compares them through collections. It
can be used to measure the similarity between two objects, for example two text files. In
Python programming, Jaccard similarity is mainly used to measure the similarity between
two sets or two asymmetric binary vectors. Mathematically, calculating Jaccard similarity
simply takes the ratio of set intersection to set union.

LITERATURE REVIEW

In this section, we discuss the work done on text similarity. Uzbek and foreign
researchers are conducting a number of scientific researches on text processing in the
field of natural language processing. Because the creation of modern applications related
to natural language processing, conducting scientific research will undoubtedly be an
important factor in the development of any low-resource language. In today's era of rapid
development of computer technologies and the Internet, any user is faced with text
processing processes such as searching for textual information, categorizing them,
comparing and processing texts. One of the biggest challenges, especially when working
with a large number of documents, is finding information that matches your interest,
determining the degree of similarity between two works, and creating a glossary of large
volumes of books. These problems can be easily solved by methods of determining the
similarity of texts. In this paper [1], two new simple but effective similarity models are
developed considering all user rating vectors to classify relevant neighborhoods and
generate recommendations in less computational time. The source [2] proposes a new
class of tests for homogeneity of two independent polynomial samples. Their tests are a
natural extension of tests based on Jaccard's dissimilarity index, and the authors study the
asymptotic powers of these tests. The authors of this paper [3] proposed a method to
measure the similarity between words by using the Jaccard coefficient. Technically, they
developed the Jaccard similarity measure with the Prolog programming language to
compare the similarity between datasets. The authors of this paper [4] propose a min-max
hash method, which cuts the hashing time in half, but it has a slightly smaller difference in
pairwise Jaccard similarity estimation. In addition, the min-max hash estimator only
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involves checking pairwise equality, so it is well suited for approximate nearest-neighbor
searches. The authors of this paper [5] use three new similarity measures called Jaccard
vector similarity, Jaccard cross-correlation, and the inner product of Jaccard Frobenius
covariances for early motion detection by associating past features with future features.
The purpose of this study [6] was to find the optimal value similarity for text mining. They
used the Jaccard similarity method, a combination of Jaccard similarity, cosine similarity,
and Jaccard similarity and cosine similarity. By combining the two similarities, it was
achieved to increase the similarity value of the two names. The results of this study are
that the cosine similarity method gave the best value of closeness or similarity compared
to the Jaccard similarity and the combination of the two. The goal of the project proposed
by the authors of this article [7] was to create a tool for analyzing large amounts of data
related to large-scale social networks on the Internet. In particular, the project suggested
creating a Map Reduce program to calculate the Jaccard similarity coefficient based on
shared page changes among Wikipedia users. The program was then generalized to
compute the Jaccard similarity between objects in any arbitrary column of the dataset co-
occurring with another arbitrary column. The program was implemented in Java with the
MapReduce programming technique. The authors of this article [8] determined the
similarity of Uzbek texts using Jaccard and cosine similarity methods. The authors of the
article written by Uzbek researchers [8, 9, 10] developed a cosine similarity detection
algorithm based on TF-IDF for texts in the Uzbek language.
RESEARCH METHODOLOGY.
Jaccard similarity detection algorithm

BEGIN

|

Input data

|

Convert to lowercase

|

Tokenization

[

Remove punctuation marks

]

Jaccard similarity calculation:
J(sim)=|AnB|/|AuUB|

Printing the Jaccard
similarity results

L

END

3.2. Description of Jaccard similarity
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The Jaccard similarity index is a measure of similarity between two data sets.
Developed by Paul Jaccard, the index ranges from 0 to 1. The closer to 1, the more similar the
two data sets are. If two data sets have exactly the same elements, their Jaccard similarity
index is 1. Conversely, if they have no members in common, their similarity is 0.

Fig. 1: Given data sets

The following examples show how to calculate the Jaccard similarity index for
different data sets. Let us be given 2 sets A and B. (Fig. 1) The Jaccard similarity
(or Jaccard index) of these sets is defined as formula (1)

] = |ANB||AUB| = |AnBJ|A]| + |B| - |AUB| (1)

We divide this formula into two components:

1.Intersection of sets. It calculates the embedded intersection between A and B,
shown by the yellow area in the infographic below. (Fig. 2)

Fig. 2: Intersection of sets

2.Combination of sets. The denominator is actually a built-in combination of
A and B, shown in yellow in the figure below. (fig-3)

Fig. 3: Combination of sets
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Using the Jaccard similarity formula, we can see that the similarity statistic is the
ratio of the two visualizations above, where:

o [f both sets are identical, for example A=1, 2, 3 and B=1, 2, 3, then their Jaccard
similarity = 1.

e [f sets A and B have no elements in common, say A=1, 2, 3 and B=4, 5, 6, then
their Jaccard similarity = 0

e [f sets A and B have elements in common, for example, A=1, 2, 3 and B=3, 4, 5,
then their Jaccad similarity is 0< ] (A, B) <1. will have some value in the interval.

Fig. 4: Given set

3.3 Jaccard similarity calculation.
Let's look at two sets (fig-4)

A={1,2,3,57}
B={1,2,4,8,9}

Fig. 5: Intersection of sets
Step 1:

As a first step, we need to find the intersection of sets A and B:

In this case: The intersection of sets is ANB= {1,2}

Step 2:

In the second step, the union of sets A and B is found. Combination of sets:
AUB={1, 2,3,5,7,4,8,9}

Fig. 6: Combination of sets

64



S ° »Kamusat Ba uHHOBanusap — O6111ecTBO U MHHOBAIUU —
cience Society and innovations

e Issue - 5 Ne 1 (2024) / ISSN 2181-1415
Step 3:
And the last step - the ratio of the number of elements in the intersection of the set
to the number of elements of their union is obtained.

_ n(ANB)
J(A,B) = n(A)+n(B)-n(4nB) (2)
From formula (2), we get the following result
(4.B) = n(AnB) B 2 _2_1_025
J(A, " n@)+nB)-n(ANB) 5+5-2 8 4
RESULTS

The Python programming language uses the NLTK library to process text through
the Jaccard algorithm, and it is performed in the following steps. The algorithm in Figure
6 is used to calculate it.

Example 1: Below, we determine the similarity between sets of numbers using
Jaccard similarity

A={0,1,2,5,6,8,9},B={0,2,3,4,5,7,9}

To calculate the Jaccard similarity between them, we first find the ratio of the
intersection of the two sets to their union.

e The same number of elements in both sets: {0, 2, 5,9} =4

e Elements in both sets: {0, 1, 2, 3,4,5,6,7, 8,9} =10

e Jaccard similarity: 4 / 10 = 0.4

So, The result of Jaccard similarity index is 0.4.

Example 2: We determine the similarity of the following 2 sets:

€C={0,1,2,3,4,5},D={6,7,8,9, 10}

To calculate the Jaccard similarity between them, we first find the ratio of the
intersection of the two sets to their union.

e Same number of elements in both sets: {} =0

e Elements in both sets: {0, 1, 2,3,4,5,6,7,8,9,10} =11

e Thus, the result of the Jaccard similarity: 0 / 11 =0

The Jaccard similarity index turned out to be 0. This indicates that the two data
sets have no common elements.

Example 3: Jaccard similarity for words

We can determine the Jaccard similarity index for a data set that contains
characters as opposed to numbers.

E = {'maktab’, ‘kitob’, ‘daftar’, ‘qalam’} E ={'school’, 'book’, 'notebook’, 'pen'}

F = {‘qalam’, ‘ustoz’, ‘doska’, ‘parta’} F ={'pen’, 'teacher’, 'blackboard’, 'desk'}

To calculate the Jaccard similarity between them, we first find the ratio of the
intersection of the two sets to their union.

e Same number of elements in both sets: {'qalam)'} = 1

 Elements in both sets: {‘maktab’, ‘kitob’, ‘daftar’, ‘qalam’, ‘ustoz’, ‘doska’, ‘parta’} = 7

e Thus, the result of the Jaccard similarity: 1 / 7= 0.142857

Example 4: We have already understood the calculation of Jaccard similarity from
the above examples. Now, with the help of this similarity, we will determine the
similarity of texts in Uzbek language. Alisher Navoi's "Lison-ut-Tair" and Farididin Attar's
"Mantiqg-ut-Tair" were selected for this purpose. We have already understood the

65



S ° »KamusaT Ba uHHOBanusAap — O61ECTBO MU UHHOBAIIUU —
cience Society and innovations

g Einecand gpace Issue - 5Ne 1 (2024) / ISSN 2181-1415

calculation of Jaccard similarity from the above examples. Now, with the help of this
similarity, we will determine the similarity of the texts in the Uzbek language. For this
purpose, Alisher Navoi's "Lison-ut-tair" and Farididin Attor's "Mantiqg-ut-tair" were
selected. The code written by the authors in Python program for calculating Jaccard
similarity is also presented in detail.

import nltk

import string

importre

# Open for reading from a file in text mode

f1 = open("Navoiy.txt", "rt")

datal = fl.read()

f2 = open("Attor.txt", "rt")

data2 = f2.read()

#Tokenization process

tokens1= nltk.word_tokenize(datal)

tokens2= nltk.word_tokenize(data2)

# Print tokens

print(tokens1)

print(tokens2)

#Determining the number of tokens

k1 =len(tokens1)

k2 =len(tokens2)

print(‘number of tokens in file 1 =" k1)

print( 'number of tokens in file 2="k2)

A = set(tokens1)

B = set(tokens2)

def Jaccard_similarity(A, B):

nominator = A.intersection(B)

denominator = A.union(B)

similarity = len(nominator)/len(denominator)

return similarity

similarity = Jaccard_similarity(A, B)

print(‘1 st file: Lison-ut- Tayr; File 2: Mantiqg-ut Tayr, jac.sim: = ',similarity)

The result is as follows:

================RESTART:D:\PYTHON\Jaccard-disser.py =============

number of tokens in file 1= 48817

number of tokens in file 2= 65047

1 st file:Lison-ut Tayr ; 2nd file:Mantiqg-ut Tayr,jac. sim: = 0.22059697942680462
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Table 1

List of sources that we investigated in this article (This list consists of school
literature textbooks and works of fiction in various genres)

Number
. Number .
Ne | File name Source name of unique
of tokens
words
1. 5.txt Literature textbook for grade 5 67 168 20 667
2. 6.txt Literature textbook for grade 6. 61 664 19 577
3. 7.txt Literature textbook for grade 7 66 325 20905
4. 8.txt Literature textbook for grade 8 81209 22 555
5. 9.txt Literature textbook for grade 9 79 310 24110
6. 10.txt Literature textbook for grade 10 75938 22985
7. 11.txt Literature textbook for grade 11 78 706 24 505
8. lison.txt | Alisher Navoi's "Lison-ut-Tair". 48456 12845
9. | mantig.txt | Farididdin Attar's "Mantig-ut-Tair 64666 17943
10. | feruz.ixt A colle"ctlon of g.hazalls by Muha}znmad Rahimkhan 7916 2477
Feruz "Ne bolldi yorim kelmadi".
11. | shaytan.txt | Tahir Malik's novel "Shaytanat". 124837 30258
12.| garritxt | Harry Potter by Joanna Kathleen, 406772 34494
Table 2

Comparison of school literature textbooks:

(In the process of defining file similarities, after comparing the text from the
corresponding stage of the school bases with it, their Jaccard similarity was equal to 1,
and in the other cases, the result was 0<Jac(sim)<1)

Ne Files 5.txt 6.txt 7.txt 8.txt 9.txt 10.txt 11.txt
1. 5.txt 1.0 0.201 0.212 0.212 0.198 0.197 0.194
2. 6.txt 0.201 1.0 0.200 0.198 0.201 0.200 0.193
3. 7.txt 0.212 0.200 1.0 0.190 0.203 0.199 0.195
4. 8.txt 0.212 0.198 0.190 1.0 0.198 0.196 0.191
5. 9.txt 0.198 0.201 0.203 0.198 1.0 0.204 0.202
6. 10.txt 0.197 0.200 0.199 0.196 0.204 1.0 0.205
7. 11.txt 0.194 0.193 0.195 0.191 0.202 0.205 1.0

According to the final results, according to the sources listed in Table 1, the Jaccard
similarity algorithm of the Uzbek language texts was achieved using the Python
programming language, and the results listed in Tables 2-3 were achieved. From the
results, we can see that the same source similarity is equal to 1, while the Jaccard
similarity is equal to O<Jac(sim)<1 in other cases. The essence of our article is that, using
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the algorithm shown in Figure 1, we determined the Jaccard similarity of works of
different genres recommended to schoolchildren of grades 5-11. Based on the maximum
similarity result, we can conclude which class the material of the given genre
corresponds to. Using this algorithm to create a list of books for a young readers' review
gives effective results.

Table 3

Final results for book recommendation

Ne | Files lison.txt | mantiq.txt Feruz.txt Shaytan.txt Garri.txt
1. | 5.txt 0.156 0.163 0.028 0.167 0.156
2. | 6.xt 0.146 0.146 0.029 0.172 0.163
3. | 7.txt 0.147 0.146 0.032 0.162 0.153
4. | 8.txt 0.169 0.173 0.031 0.155 0.152
5. | 9.txt 0.149 0.155 0.035 0.164 0.157
6. | 10.txt 0.147 0.150 0.031 0.166 0.154
7. | 11.txt 0.143 0.149 0.032 0.161 0.153

From this table, we can see that all the links except the feruz.txt file are suitable for
students of school textbooks. Feruz. txt collection of ghazals, since it consists of classical
vocabulary, we cannot recommend it for school students.

DISCUSSION

In this article, the importance of text similarity algorithms, their fields of
application, the work carried out by Uzbek and foreign scientists in this regard, and the
issue of applying the Jacquard similarity algorithm to texts in the Uzbek language were
considered. The computational algorithm and Python code program for the Jaccard
similarity method are clearly and simply explained by the authors. The main purpose of
the article was to use the jacquard similarity method to recommend a list of books that
match the intellectual potential of schoolchildren. The problem was completely solved in
the case of the educational corpus consisting of school textbooks and various works of
art. For this purpose, a corpus of 5-11th grade literature textbooks and several works
written in Uzbek language was created. They are divided into tokens, a list of unique
words is defined, and the similarity of texts is determined using Python program code
based on the created algorithm. The software code presented in this article can be used
to calculate the degree of similarity of any text document or literary source.

CONCLUSION

The main goal of pedagogy is to educate the young generation to become mature,
knowledgeable, well-rounded individuals in all respects. From this point of view, one of
the main tasks of the education system is to form a culture of reading among young
people, to provide them with textbooks and works of art suitable for their age and
intellectual potential [10]. The creation of terminological dictionaries [11] for the books
that young people read will have an effective effect on their development to become
perfect people who meet the requirements of the time. He should also create a model of
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the universe and the solar system [12] in various programming environments, and
regularly work on himself outside of class, reading works of art. Using the method
proposed by the authors of this article, it is possible to develop the reading culture of
students by creating a system of recommending works of art that match the intellectual
potential of students.

In this article, a method based on the Jaccard algorithm for the similarity of texts in
the Uzbek language using the Python program was considered. To calculate this
similarity, the similarity between numbers, words and works was calculated. The method
considered in the article is interpreted in a completely new way. Using the algorithm
proposed by the authors, it is proposed to create a system that recommends suitable
books for young readers. We believe that the information presented in the article will be
a useful resource for literary critics analyzing works of art, students studying natural
language processing, and any researcher
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